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Abstract
A linear constraint loop is specified by a system of linear inequalities that define the relation between
the values of the program variables before and after a single execution of the loop body. In this
paper we consider the problem of determining whether such a loop terminates, i.e., whether all
maximal executions are finite, regardless of how the loop is initialised and how the non-determinism
in the loop body is resolved. We focus on the variant of the termination problem in which the loop
variables range over R. Our main result is that the termination problem is decidable over the reals
in dimension 2. A more abstract formulation of our main result is that it is decidable whether a
binary relation on R2 that is given as a conjunction of linear constraints is well-founded.
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1 Introduction

The problem of deciding loop termination is of fundamental importance in software verification.
Deciding termination is already challenging for very simple classes of programs. One such
class consists of linear constraint loops. These are single-path loops in which both the loop
guard and the loop update are given by conjunctions of linear inequalities over the program
variables. Such a loop can be written as follows, where B, A are matrices of rational numbers,
a, b are vectors of rational numbers, and x,x′ represent the respective values of the program
variables before and after the loop update:

P : while (B x ≥ b) do A ( x
x′ ) ≥ a,

Such loops are inherently non-deterministic, since the effect of the loop body is described
by a collection of constraints. Note in passing that the loop guard can folded into the
constraints that describe the loop body and so, without loss of generality, the guard can
be assumed to be trivial. Linear constraint loops naturally arise as abstractions of other
programs. For example, linear constraints can be used to model size changes in program
variables, data structures, or terms in a logic program (see, e.g. [8]).

A linear constraint loop is said to terminate if there is no initial value of the loop variables
from which the loop has an infinite execution. The Termination Problem asks to decide
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whether a given loop terminates. As such, the Termination Problem depends on the numerical
domain that the program variables range over: typically one considers either Z, Q, or R.

One approach to proving termination of linear constraint loops involves synthesizing linear
ranking functions [2]. However, it is well-known that there are loops that terminate that
admit no linear ranking function. In the special case of deterministic linear constraint loops
(i.e., where the loop body applies an affine function to the program variables) decidability of
termination over R was shown by Tiwari [9], decidability of termination over Q was shown by
Braverman [5], and decidability of termination over Z was established in [6].1 All three papers
build on an analysis of the spectrum of the matrix that determines the update function in
the loop body. To the best of our knowledge, decidability of termination of linear constraint
loops over R, Q, and Z remains open. It is known however that termination for multi-path
constraint loops is undecidable (i.e., where disjunctions are allowed in the linear constraints
that define the update map). It is moreover known that termination of single-path constraint
loops is undecidable if irrational constants are allowed in the constraints [3]. One of the
few known positive results is the restricted case that all the constraints are octagonal, in
which case termination is decidable over integers [4]. (Recall that a constraint is said to be
octagonal if it is a conjunction of propositions of the form ±xi ± xj ≤ a, for variables xi, xj
and constant a ∈ Z.)

In this paper we study the termination of linear constraint loops over the reals in dimension
at most 2. We give a sufficient and necessary condition that such a loop be non-terminating
in the form of a witness of non-termination. This is given in Definition 1. Here one should
think of K as the transition relation of a linear constraint loop, while rec(K) is the recession
cone of K, i.e., the set of vectors v such that w + λv ∈ K for all w ∈ K and λ ≥ 0. The
witness of non-termination is essentially a finite representation of an infinite execution of the
loop in the spirit of the geometric non-termination arguments of [7] and the recurrent sets
of [1].

▶ Definition 1. Let E be a Euclidean space. Let K ⊆ E2 be a convex set. A witness W(K)
consists of a linear map M : E → E, a closed cone C ⊆ E, and v, w ∈ E, such that
(∃u1) MC ⊆ C

(∃u2) ∀x ∈ C (x,Mx) ∈ rec(K)
(∃u3) (v, w) ∈ K

(∃u4) w − v ∈ C.

If E has dimension at most 2 and K is a polyhedron, then the existence of such a witness
can be expressed in the theory of real closed fields. (The restriction to dimension 2 entails
that every cone is generated by a most 3 vectors, whereas there is no such upper bound in
dimension 3.) Thus we obtain a polynomial-time reduction of the Termination Problem for
constraint loops to the decision problem for the theory of real closed fields with a bounded
number of quantifier, which is decidable in polynomial space.

The following is our main result, which characterises non-termination in terms of the
above notion of witness. We refer to Section 2.3 for the notion of MW-convex set, suffice
to say here that this class includes all polyhedra and that main property of MW-convex
sets used in the proof is that for every linear projection π and MW-convex set K we have
π(rec(K)) = rec(π(K)). Further background about convex sets is contained in Section 2.2.

1 These works in fact consider loop guards that feature a mix of strict and non-strict inequalities, whereas
in the present paper we consider only non-strict inequalities.
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▶ Theorem 2. Let E be a Euclidean space of dimension at most 2. Let K ⊆ E2 be MW-
convex. There is a sequence (un)n∈N ∈ EN such that (un, un+1) ∈ K for all n ∈ N if and
only if there exists a witness W(K).

2 Preliminaries

2.1 Key notations
In this very short section, we introduce the notation we will use for the entire paper.

Some sets We put an ∗ on sets to remove 0 from this sets. Namely, R∗ = R \ {0},
N∗ = N \ {0} and so on. R+ stand for all non-negative real numbers and R∗

+ for all the
positive real numbers. Also, for n,m ∈ N such that n ≤ m, we let Jn ; m K be the set of
integer in between n and m inclusively, namely Jn ; m K = {n, n+ 1, . . . ,m}.

Landau Notations We use the Landau notations. Let d ∈ N∗. Let ∥·∥ be any norm over
Rd (they are equivalent anyway). Let u : N → Rd, w : N → Rd and v : N → R be sequences.
We then have the following notations:

un = o
n→+∞

(vn) when for all ε ∈ R∗
+ there is some N ∈ N such that for all n ≥ N , we

have ∥un∥ ≤ ε|vn|.
un = O

n→+∞
(vn) when there is some M ∈ R∗

+ and some some N ∈ N such that for all
n ≥ N , we have ∥un∥ ≤ M |vn|.
un = Ω

n→+∞
(vn) when there is some M ∈ R∗

+ and some some N ∈ N such that for all
n ≥ N , we have ∥un∥ ≥ M |vn|.
un ∼

n→+∞
wn if un − wn = o

n→+∞
(∥wn∥).

un = wn + o
n→+∞

(vn) if un − wn = o
n→+∞

(vn).
un = wn + O

n→+∞
(vn) if un − wn = O

n→+∞
(vn).

We keep the same notations if the sequences are undefined at a finite number of points
in N.

2.2 Convex Sets
Throughout this section E is an arbitrary Euclidean space.

These results are already known but for the sake of completeness, some proof are written
here anyway.

▶ Definition 3. Let S ⊆ E. The affine hull of S, denoted AffHull(S), the convex hull
of S, denoted ConvHull(S), and the vector space spanned by S, denoted Vect(S), are
defined by

AffHull(S) =
{

k∑
i=1

αixi | αi ∈ R, xi ∈ S,

k∑
i=1

αi = 1
}

ConvHull(S) =
{

k∑
i=1

αixi | αi ∈ [0; 1], xi ∈ S,

k∑
i=1

αi = 1
}

Vect(S) =
{

k∑
i=1

αixi | αi ∈ R, xi ∈ S

}

ICALP 2024
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▶ Definition 4. Let K ⊆ E be a convex set. The relative interior of K, denoted ri(K), is
defined by:

ri(K) = {x ∈ K | ∃U ∈ O(E), (x ∈ U) ∧ (U ∩ AffHull(K) ⊆ K)}

where O(E) stands for the set of open subsets of E.

In other words, the relative interior of a convex set C is its interior with respect to the
induced topology on the affine subspace spanned by C.

We have the following properties for the relative interior:

▶ Proposition 5. Let K ⊆ E be a non-empty convex set. Denoting as usual by K the
smallest closed subset of E containing K, we have:

(i) ri(K) is a non-empty convex set
(ii) ri(K) ⊆ K ⊆ K

(iii) AffHull(ri(K)) = AffHull(K)
(iv) ri(K) = ri(K)
(v) ri(K) = K

▶ Proposition 6. Let K be a non-empty convex set and x, y such that x ∈ ri(K) and
y ∈ K \ ri(K). Then for all λ ∈ ( 0 ; 1 ] we have λx+ (1 − λ)y ∈ ri(K).

▶ Definition 7. Let K ⊆ E be a non-empty convex set. The recession cone of K, denoted
rec(K), is the set rec(K) = {z ∈ E | K + R+z ⊆ K}.

Note that we always have 0 ∈ rec(K). Also, the recession cone is indeed a cone, as it is
stable under positive scalar multiplication by definition.

▶ Lemma 8. Let K ⊆ E be a convex set. Let π : E → E be a linear projection. Then
π(rec(K)) ⊆ rec(π(K)).

Proof. Let x ∈ π (rec(K)). There is y ∈ Kerπ such that x+ y ∈ rec(K). Let a ∈ π(K) and
b ∈ Kerπ such that a+ b ∈ K. Then,

∀λ ∈ R+ (a+ b) + λ(x+ y) ∈ K

Hence, ∀λ ∈ R+ a+ λx ∈ π(K)
and x ∈ rec(π(K))

◀

If K is closed, we even have an alternative characterization of the recession cone which
requires a seemingly weaker property but that turns out to be equivalent.

▶ Proposition 9. Let K ⊆ E be a non-empty closed convex set. Then

rec(K) = {z ∈ E | ∃x ∈ K x+ R+z ⊆ K}

Proof. We proceed by double inclusion.�
�	⊆ This direction is easy : if for all x ∈ K, x+ R+z ⊆ K, since K ≠ ∅, there is at least one
x such that x+ R+z ⊆ K.
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�
�	⊇ Let z ∈ Rd such that there is some x ∈ K such that x+ R+z ⊆ K. Let y ∈ K. We have
to show that for any t0 ∈ R+, y + t0z ∈ K. Note that, by convexity, for all λ ∈ [ 0 ; 1 ],
for all t ∈ R+ we have

(1 − λ)y + λ(x+ tz) ∈ K

We then define the function λ :
{

[ t0 ; +∞ ) → [ 0 ; 1 ]
t 7→ t0

t
hence ∀t ≥ t0 (1 − λ(t)) y + λ(t)x+ t0z ∈ K

We also have (1 − λ(t)) y + λ(t)x+ t0z −→
t→+∞

y + t0z

Since K is closed, we then deduce that for all y+ t0z ∈ K. Since this holds for any y ∈ K

and any t0 ∈ R+ we end up with z ∈ rec(K).
◀

When considering a closed convex set, we can look at its relative interior to get the same
recession cone.

▶ Proposition 10. Let K ⊆ E be a non-empty closed convex set. Then rec(K) = rec(ri(K)).

Proof. We proceed by double inclusion.�
�	⊆ Let v ∈ rec(K). Let x ∈ ri(K). In particular, x ∈ K. By definition, for any λ ∈ R+,
x+ λv ∈ K. Let S = {λ ∈ R+ | x+ λv ∈ K \ ri(K)}. We just have to show that S = ∅.
Assume S ̸= ∅ and consider µ ∈ S. Let λ > µ. Note that

x+ µv =
(

1 − µ

λ

)
x+ µ

λ
(x+ λv)

We have two cases :
λ ∈ S, in this case, using Proposition 6, since x ∈ ri(K) and x+ λv ∈ K \ ri(K), we
have x+ µv ∈ riK, which is a contradiction.
λ /∈ S, since, by Proposition 5, ri(K) is convex, x ∈ ri(K) and x + λv ∈ ri(K), we
again reach x+ µv ∈ ri(K), a contradiction.

Both cases are impossible. Therefore, S = ∅.�
�	⊇ Let v ∈ rec(ri(K)). By Proposition 5, there is some x ∈ ri(K). Therefore, for all λ ∈ R+,
x+ λv ∈ ri(K) ⊆ K. By Proposition 9, we get that v ∈ rec(K).

◀

▶ Remark 11. Note that if K is not closed we have, thanks to Proposition 5, rec(K) =
rec(ri(K)) but we may have rec(K) ̸= rec(ri(K)).

▶ Lemma 12. Let C be a closed convex cone in E. Let u : E → E be linear. Then u(C) is
a closed convex cone.

Proof. By definition of a cone,
C = {0} ∪ R+ {x ∈ C | ∥x∥ = 1}

Since C is closed, {x ∈ C | ∥x∥ = 1} is bounded and closed in a vector space of finite
dimension, hence it is compact. By linearity of u,

u(C) = {0} ∪ R+u({x ∈ C | ∥x∥ = 1})
Since u is linear over a vector space of finite dimension, it is continuous. Thus, the set

u({x ∈ C | ∥x∥ = 1}) is also compact, hence closed. The continuity of the norm ensures
that u(C) is closed. By linearity of u, we also get that u(C) is a convex cone. ◀

ICALP 2024
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▶ Lemma 13. Let C be a non-trivial convex cone in E. Let x ∈ ri(C) \ {0} and u ∈ Vect(C).
Then there is λ ≥ 0 such that u+ λx ∈ C.

Proof. If x = u then λ = 0 works. We then assume x ̸= u. Since u ∈ Vect(C), there is
µ ∈ ( 0 ; 1 ) µu+ (1 − µ)x ∈ ri(C). Therefore, for any λ ∈ R+, λ (µu+ (1 − µ)x) ∈ ri(C). In
particular, for λ = 1

µ
(which exists since µ ̸= 0),

u+ 1 − µ

µ
x ∈ ri(C)

and we indeed have 1 − µ

µ
≥ 0. ◀

2.3 Minkowski-Weyl Convex Sets
▶ Definition 14. A closed convex set K is said to be MW-convex if there is a compact
convex set K ′ such that K = K ′ + rec(K).

This property comes from the Minkowski-Weyl Theorem for polyhedra :

▶ Theorem 15 (Minkowski-Weyl). Let K ⊆ Rd. The following statements are equivalent:
(i) K = {x ∈ Rd | Ax ≤ b} for some matrix A ∈ Rn×d and b ∈ Rn.
(ii) There are finitely many points x1, . . . xk,∈ P and finitely many directions v1, . . . , vp

such that

K = ConvHull({x1, . . . , xk}) +
p∑
i=1

R+vi

Needing this property, we will assume that the sets K we consider are MW-convex. Note
that, among others, polyhedrons are MW-convex, and thus our results apply to a more
general class of sets.

One of the main benefits of MW-convex sets is that they behave very nicely with linear
projections. Unlike other convex sets, the projections “commute” with the operator rec,
giving a reciprocal to Lemma 8.

▶ Lemma 16. Let K ⊆ Rd be MW-convex. Let π be a linear projection over Rd. We have
rec(π(K)) ⊆ π(rec(K)).

Proof. Let x ∈ rec(π(K)). If x = 0 then we immediately have x ∈ π(rec(K)). Therefore, we
may assume x ̸= 0. For a ∈ π(K), we have a+ R+x ⊆ π(K). Thus,

∀λ ∈ R+ ∃b(λ) ∈ Kerπ a+ λx+ b(λ) ∈ K

Let K ′ convex compact such that K = K ′ + rec(K)
Therefore, for all λ ∈ R+ there are a′(λ) ∈ π(K ′) and x′(λ) ∈ π(rec(K)) such that

a+ λx = a′(λ) + x′(λ)

Since a′(λ) ∈ π(K ′) and that π(K ′) is compact (as the continuous image of a compact),
there is a′ ∈ π(K ′) and an increasing sequence (λn)n∈N that tends to infinity such that

a′(λn) −→
n→+∞

a′

Thus λnx− x′(λn) −→
n→+∞

a′ − a
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We then get that x′(λn)
λn

= x+ a− a′

λn
+ o
n→+∞

(
1
λn

)
and x′(λn)

λn
−→
n→+∞

x

Also x′(λn)
λn

∈ π(rec(K)). Moreover, using Lemma 12, π(rec(K)) is closed. Hence, we
have x ∈ π(rec(K)) what concludes the proof.

◀

The converse inclusion is true for general convex sets (Lemma 8 in the appendices).
Combining this to Lemma 16, we have:

▶ Corollary 17. Let K ⊆ Rd be MW-convex. Let π be a linear projection over Rd. We have
rec(π(K)) = π(rec(K)).

▶ Corollary 18. Let K ⊆ Rd be MW-convex. Let π : Rd → Rd be a linear projection. Then
π(K) is MW-convex.

Proof. We write K = K ′ + rec(K) where K ′ is a convex compact set. Hence, since π

is continuous (linear in a finite dimensional space), π(K ′) is also compact. Moreover, by
linearity of π, we get that

π(K) = π(K ′) + π(rec(K))
By Lemma 12, π(rec(K)) is a closed convex cone. Hence, π(K) is closed convex as a sum

of closed convex sets. By Corollary 17, we get
π(K) = π(K ′) + rec(π(K))

◀

2.4 Accumulation Expansions
We consider an arbitrary Euclidean space E of dimension d ∈ N. We denote ⟨·, ·⟩ its scalar
product and ∥·∥ the associated norm.

To study the sequences of the constraint loop problem, we need to identify the asymptotic
directions these sequences are going towards, building a form of asymptotic expansion of
those sequences. We thus introduce the concept of accumulation expansion. As sequences
may point in several directions, we consider the expansion of a subsequence that has a single
main direction.

▶ Definition 19. Let (un)n∈N be a sequence of E. An accumulation expansion of
(un)n∈N consists in an increasing function ψ : N → N, an integer p ∈ J 0 ; d K, some vectors
z1, . . . , zp+1 ∈ E and sequences (αk,n)n∈N for k ∈ J 1 ; p K such that
(AE1) ∀k ∈ J 1 ; p K ∥zk∥ = 1

(AE2) ∀k, k′ ∈ J 1 ; p K ⟨zk, zk′⟩ =
{

1 if k = k′

0 if k ̸= k′

(AE3) ∀k ∈ J 1 ; p K ⟨zk, zp+1⟩ = 0
(AE4) ∀k ∈ J 1 ; p K ∀n ∈ N αk,n > 0
(AE5) ∀k ∈ J 1 ; p K αk,n −→

n→+∞
+∞

(AE6) ∀m ∈ J 1 ; p K αm,n ∼
n→+∞

∥∥∥∥uψ(n) −
m−1∑
k=1

αk,nzk

∥∥∥∥
(AE7) ∀k ∈ J 1 ; p− 1 K αk+1,n = o

n→+∞
(αk,n)

ICALP 2024
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(AE8) ∀n ∈ N ∀ℓ ≤ m ∈ J 1 ; p K
〈
zℓ, uψ(n) −

m∑
k=1

αk,nzk

〉
= 0

(AE9) uψ(n) =
p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1)

Abusing notations, we will say that uψ(n) =
p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1) is an accumulation

expansion of (un)n∈N.

▶ Definition 20. Let u = (un)n∈N be a sequence of E. The set Du of principal directions
of u is defined by

Du =

z ∈ E

∣∣∣∣∣∣ uψ(n) =
p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1) is an accumulation expansion

p ≥ 1 and z = z1


In other words, Du is the set of directions that are in the dominant position of some

accumulation expansion of u such that p ≥ 1. It also corresponds to the dominant directions
of an unbounded sequence.

For x ∈ E \ {0} we denote x̃ = x

∥x∥
the associated normalized vector.

▶ Lemma 21. Let (un)n∈N be an unbounded sequence of E. There exist z ∈ E a unit vector,
an increasing function φ : N → N and a sequence (αn)n∈N such that

∀n ∈ N αn > 0
αn −→

n→+∞
+∞

αn ∼
n→+∞

∥∥uφ(n)
∥∥

uφ(n) = αnz + o
n→+∞

(αn)

∀n ∈ N uφ(n) − αnz ∈ z⊥ where z⊥ means the vector subspace of E orthogonal to
Vect({z})

Proof. Since (un)n∈N is unbounded, we can assume that we have an increasing function
φ : N → N such that for all n ∈ N, uφ(n) ̸= 0 and

∥∥uφ(n)
∥∥ −→
n→+∞

+∞. Therefore the sequence(
ũφ(n)

)
n∈N is well defined. Moreover, as it is bounded by definition, up to refining φ, we can

assume that it converges to some z ∈ E. Let π be the orthogonal projection onto Rz. We
define αn to be the unique real number such that π(uφ(n)) = αnz. As ũφ(n) −→

n→+∞
z, we

have that αn ∼
n→+∞

∥∥uφ(n)
∥∥. Therefore, up to refining φ, we can assume that αn −→

n→+∞
+∞

and αn > 0. Moreover, we have uφ(n) = αnz + o
n→+∞

(αn). Finally, by definition of π, for all
n ∈ N, uφ(n) − αnz ∈ z⊥. ◀

▶ Proposition 22. Any sequence u = (un)n∈N of E admits accumulation expansions. More-
over, if u is unbounded, then Du is not empty.

Proof. If (un)n∈N is bounded, then it has an accumulation point z1. Hence, taking p = 0,
all the points are trivially true except Point (AE9). Taking any ψ given by the definition of
accumulation point lead to uψ(n) = z1 + o

n→+∞
(1).

Assume now that (un)n∈N is unbounded. We proceed by induction on d = dimE.
If d = 1, consider z1 and (α1,n)n∈N and ψ given by Lemma 21. By definition, ∥z1∥ = 1
and uψ(n) − α1,nz1 ∈ z⊥

1 = {0}. Taking p = 1 and z2 = 0 satisfies all the required
properties. Moreover, z1 ∈ Du.
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Assume the proposition holds for any Euclidean space of dimension d− 1. Consider z1,(
α′

1,n
)
n∈N and φ given by Lemma 21. By definition ∥z1∥ = 1 and uφ(n) − α′

1,nz1 ∈ z⊥
1 .

Since z1 ̸= 0, dim z⊥
1 = d−1. We can thus apply the induction hypothesis on the sequence(

uφ(n) − α′
1,nz1

)
n∈N in z⊥

1 . Let φ′ be the function given by the induction hypothesis. Let
ψ = φ ◦ φ′ and α1,n = α′

1,φ′(n).
Every point is immediately satisfied either by the induction hypothesis or the fact that
z1 is orthogonal to any point in z⊥

1 , except for Point (AE7): It remains to prove that if
p ≥ 2, then α2,n = o

n→+∞
(α1,n). By induction hypothesis we know that

α2,n ∼
n→+∞

∥∥uψ(n) − α1,nz1
∥∥

Moreover, by Lemma 21
∥∥uφ(n) − α′

1,nz1
∥∥ = o

n→+∞

(
α′

1,n
)

Since (α1,n)n∈N is a subsequence of
(
α′

1,n
)
n∈N, we have

α2,n ∼
n→+∞

∥∥uψ(n) − α1,nz1
∥∥ = o

n→+∞
(α1,n)

as required. Moreover, z1 ∈ Du.
◀

We now state a relation between the directions within the accumulation expansion and
the set rec(K).

▶ Proposition 23. Let E be an Euclidean space. Let K ⊆ E be MW-convex. Let u = (un)n∈N

be an unbounded sequence in K. Let uφ(n) =
p∑
k=1

αk,nzk+zp+1 + o
n→+∞

(1) be an accumulation

expansion of (un)n∈N. Then, there are some positive real numbers (βk,ℓ)1≤ℓ<k≤p+1 such that

∀k ∈ J 1 ; p K zk +
k−1∑
ℓ=1

βk,ℓzℓ ∈ rec(K)

and zp+1 +
p∑
ℓ=1

βp+1,ℓzℓ ∈ K.

Proof. For k ∈ J 1 ; p K, we consider πk : E → E the orthogonal projection onto the vector
space Vect((z1, . . . , zk−1)⊥). Let us first show that zk ∈ πk(rec(K)). Let λ ∈ R+ and define

λk,n = λ

αk,n
Note that for large enough n, λk,n ∈ [ 0 ; 1 ]. Without loss of generality, we assume

λk,n ∈ [ 0 ; 1 ]. Then, by convexity,
λk,nuφ(n) + (1 − λk,n)u0 ∈ K

Moreover,

πk

(
λk,nuφ(n) + (1 − λk,n)u0

)
= λzk +

p∑
ℓ=k+1

λk,nαℓ,nzℓ

+λk,nzp+1 + (1 − λk,n)πk(u0) + o
n→+∞

(λk,n)

−→
n→+∞

λzk + πk(u0)

Also, thanks to Corollary 18, we have πk(K) = πk(K). Using now Proposition 9, we then
conclude that zk ∈ rec(πk(K)). Finally, using Corollary 17,

zk ∈ πk(rec(K))
We now prove the proposition by induction on k. For k = 1, our preliminary result gives

in particular that z1 ∈ rec(K).
Assume now that (βq,ℓ)1≤ℓ<q<k have been defined for some k ∈ J 1 ; p K. Since zk ∈

πk(rec(K)) as proven earlier, there are some real numbers (γk,ℓ)ℓ∈J 1 ; k−1 K such that
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zk +
k−1∑
ℓ=1

γk,ℓzℓ ∈ rec(K)

If all the γk,ℓ are positive then fixing βk,ℓ = γk,ℓ satisfies the proposition. Let ℓ ∈

J 1 ; k − 1 K maximum such that γk,ℓ ≤ 0. Then, as by hypothesis we have that zℓ+
ℓ−1∑
j=1

βℓ,jzj ∈

rec(K), we can deduce that

zk +
k−1∑
j=1

γk,jzj + (1 + |γk,ℓ|)
(
zℓ +

ℓ−1∑
j=1

βℓ,jzj

)
∈ rec(K)

Considering γ′
k,j =


γk,j j > ℓ

1 j = ℓ

γk,j + (1 + |γk,ℓ|)βℓ,j j < ℓ

We end up with zk +
k−1∑
ℓ=1

γ′
k,ℓzℓ ∈ rec(K) with one less non-positive coefficient. Repeating

this procedure until every coefficient is positive lead to a sum of the desired shape, thus
establishing the induction hypothesis holds on k and therefore concluding the induction.

Let πp+1 : E → E the orthogonal projection on Vect((z1, . . . , zp)⊥). We have
πp+1

(
uφ(n)

)
−→
n→+∞

zp+1

By Corollary 18, zp+1 ∈ πp+1(K) = πp+1(K)
Thus, there are some real numbers (γp+1,ℓ)ℓ∈J 1 ; k K such that

zp+1 +
p∑
ℓ=1

γp+1,ℓzℓ ∈ K

Doing the same work as above, we can add some elements of rec(K) so that we end up
with some positive (βp+1,ℓ)ℓ∈J 1 ; k K such that

zp+1 +
p∑
ℓ=1

γp+1,ℓzℓ ∈ K

◀

The two following corollaries specialise this result for some form of sequences.

▶ Corollary 24. Let E an Euclidean space. Let π : E → E be a linear projection. Let K ⊆ E

be MW-convex. Let u = (un)n∈N be an unbounded sequence in K and x ∈ Dπ(u). Let
(id −π)(uφ(n))∥∥π(uφ(n))

∥∥ =
p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1)

be an accumulation expansion of
(

(id −π) (un)
∥π(un)∥

)
n∈N

such that

˜π(uφ(n)) −→
n→+∞

x

Then, there are some positive real numbers (βk,ℓ)1≤ℓ<k≤p+1 such that

∀k ∈ J 1 ; p+ 1 K zk +
k−1∑
ℓ=1

βk,ℓzℓ ∈ rec(K) and x+ zp+1 +
p∑
ℓ=1

βp+1,ℓzℓ ∈ rec(K)

Proof. We have

(id −π)
(
uφ(n)

)
=

p∑
k=1

∥∥π(uφ(n))
∥∥ αk,nzk +

∥∥π(uφ(n))
∥∥ zp+1 + o

n→+∞

(∥∥π(uφ(n))
∥∥)

Also, provided ũφ(n) −→
n→+∞

x, we have

π
(
uφ(n)

)
=
∥∥π(uφ(n))

∥∥ x+ o
n→+∞

(∥∥π(uφ(n))
∥∥)

Therefore
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uφ(n) =
p∑
k=1

∥∥π(uφ(n))
∥∥ αk,nzk +

∥∥π(uφ(n))
∥∥ (x+ zp+1) + o

n→+∞

(∥∥π(uφ(n))
∥∥)

The result is obtained by applying Proposition 23 to this accumulation expansion of
(un)n∈N. Note that in this case we in fact have a truncated accumulation expansion so the
case p+ 1 is not the last element of an actual accumulation expansion. That is why we get
rec(K) instead of K even for p+ 1. ◀

▶ Corollary 25. Let E an Euclidean space. Let K ⊆ E2 be MW-convex. Let π : E → E be a
linear projection. Let u = (un)n∈N be an unbounded sequence in E such that

∀n ∈ N (un, un+1) ∈ K

and x ∈ Du. Let
uφ(n)+1∥∥uφ(n)

∥∥ =
p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1)

be an accumulation expansion of
(
un+1

∥un∥

)
n∈N

such that

ũφ(n) −→
n→+∞

x

Then, there are some positive real numbers (βk,ℓ)1≤ℓ<k≤p+1 such that

∀k ∈ J 1 ; p K
(

0, zk +
k−1∑
ℓ=1

βk,ℓzℓ

)
∈ rec(K) and

(
x, zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
∈ rec(K)

and such that for sufficiently large n,〈
π

(
zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
, π

(
zp+1 +

p∑
k=1

αk,nzk

)〉
≥ 0

Moreover, there is some i ∈ J 1 ; p+ 1 K such that π(zi) /∈ Ker(π), this inequality can be
taken to be strict.

Proof. We first apply Corollary 24 to the sequence ((un, un+1))n∈N and the projection on
the first component to get some positive real numbers (βk,ℓ)1≤ℓ<k≤p+1 such that

∀k ∈ J 1 ; p K
(

0, zk +
k−1∑
ℓ=1

βk,ℓzℓ

)
∈ rec(K) and

(
x, zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
∈ rec(K)

Let k0 ∈ J 1 ; p+ 1 K minimum such that zk /∈ Kerπ.

If there is no such k0, then〈
π

(
zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
, π

(
zp+1 +

p∑
k=1

αk,nzk

)〉
= 0

and the proof is complete.

If k0 = p+ 1, then〈
π

(
zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
, π

(
zp+1 +

p∑
k=1

αk,nzk

)〉
= ⟨π(zp+1), π(zp+1)⟩ > 0

Otherwise, k0 ∈ J 1 ; p K and ∥π(zk0)∥ ≠ 0. Let

Sn(λ) =
〈
π

(
zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
+ λπ

(
zk0 +

k0−1∑
ℓ=1

βk0,ℓzℓ

)
, π

(
p∑
k=1

αk,nzk + zp+1

)〉
We have
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Sn(λ) =
〈

π(zp+1) +
p∑

ℓ=k0

βp+1,ℓπ(zℓ) + λπ (zk0 ) ,
p∑

k=k0

αk,nπ(zk) + π(zp+1)
〉

=
〈

π(zp+1) +
p∑

ℓ=k0

βp+1,ℓπ(zℓ) + λπ (zk0 ) , π(zp+1)
〉

+
p∑

k=k0

αk,n

〈
π(zp+1) +

p∑
ℓ=k0

βp+1,ℓπ(zℓ) + λπ (zk0 ) , π(zk)
〉

= αk0,n

〈
π(zp+1) +

p∑
ℓ=k0

βp+1,ℓπ(zℓ) + λπ (zk0 ) , π(zk0 )
〉

+ o
n→+∞

(αk0,n)

= αk0,n

(
λ ∥π(zk0 )∥2 +

〈
π(zp+1) +

p∑
ℓ=k0

βp+1,ℓπ(zℓ), π(zk0 )
〉)

+ o
n→+∞

(αk0,n)

Therefore, taking any λ > 0 such that

λ > −

〈
π(zp+1) +

p∑
ℓ=k0

βp+1,ℓπ(zℓ), π(zk0)
〉

∥π(zk0)∥2

we get Sn(λ) −→
n→+∞

+∞
Thus, for sufficiently large n,〈

π

(
zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
+ λπ

(
zk0 +

k0−1∑
ℓ=1

βk0,ℓzℓ

)
, π

(
p∑
k=1

αk,nzk + zp+1

)〉
> 0

Also, (
x, zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ + λzk0 + λ
k0−1∑
ℓ=1

βk0,ℓzℓ

)
=

(
x, zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ

)
︸ ︷︷ ︸

∈rec(K)

+ λ︸︷︷︸
≥0

(
0, zk0 +

k0−1∑
ℓ=1

βk0,ℓzℓ

)
︸ ︷︷ ︸

∈rec(K)(
x, zp+1 +

p∑
ℓ=1

βp+1,ℓzℓ + λzk0 + λ
k0−1∑
ℓ=1

βk0,ℓzℓ

)
∈ rec(K)

Thus, considering β′
p+1,ℓ =


βp+1,ℓ ℓ > k0

βp+1,ℓ + λ ℓ = k0
βp+1,ℓ + λβk0,ℓ ℓ < k0

instead of the βk+1,ℓs, we get the desired result.
◀

3 Deciding the Constraint Loop Problem

The goal of this section is to establish Theorem 2. This will be done by showing equivalence
between the existence of a witness of the form given by Definition 1 and the existence of
an infinite run of a constraint loop. The easy direction in this argument—constructing an
infinite execution from a witness—is the purpose of Subsection 3.2, Proposition 27. Actually,
there is an even easier case, namely certifying the existence of bounded infinite run, is dealt
with in Section 3.1. It states that an infinite run exists if an only if there is a fixed point.
This proof holds in any dimension and relies on a simpler certificate. We will also reuse this
result in the specific cases of dimension 1 and 2.

The main objective in this section is to construct a witness from an infinite execution.
We provide the proof of sufficient condition in Subsection 3.2. This will enlighten why the
witness is defined the way that it is. Subsection 3.3 deals with the simple 1-dimensional case,
and Subsection 3.4 handles the dimension-2 case, which is more challenging. Because of the
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difficulty of this proof we only provide high level explanation here. For a complete proof, we
refer to the full-version of this article or to the appendices.

3.1 Deciding the Existence of a Bounded Sequence
▶ Proposition 26. Let E be a vector space of dimension d ∈ N. Let K ⊆ E2 be closed convex.
Denoting ∆E = { (x, x) | x ∈ E} ⊆ E2, we have that K ∩ ∆E ̸= ∅ if and only if there is a
bounded sequence u = (un)n∈N of E such that for all n ∈ N, (un, un+1) ∈ K.

Proof.���NC⇒ Let (x, x) ∈ K ∩ ∆E . The sequence constantly equal to x satisfy the proposition.���SC⇐ Assume now that there exists a bounded sequence (un)n∈N such that for all n ∈ N,

(un, un+1) ∈ K. Let n ∈ N∗ and define xn = 1
n

n∑
p=0

(up, up) and yn = 1
n

n−1∑
p=0

(up, up+1).

We have
∥xn − yn∥ = 1

n
∥(un, u0)∥

Since the sequence (un)n∈N is bounded, there is a positive real number M such that

∀n ∈ N∗ ∥xn − yn∥ ≤ M

n

In particular, both sequences (xn)n∈N∗ and (yn)n∈N∗ must have the same accumulation
points. As these sequences are bounded (and since they are in a vector space of finite
dimension), such a point exists. Let us denote it x. Notice that since K is closed and
convex, for all positive integer n, yn ∈ K and thus x ∈ K. Moreover, by definition, for
all positive integer n, xn ∈ ∆E . This set is again closed, thus x ∈ ∆E . This proves that

x ∈ K ∩ ∆E ̸= ∅

◀

3.2 A Sufficient Condition for the Existence of a Sequence
▶ Proposition 27. Let E be an Euclidean space of dimension d. Let K ⊆ E2 be MW-convex.
If there exists a witness W(K), then, there is a sequence (un)n∈N ∈ EN such that

∀n ∈ N (un, un+1) ∈ K

Proof. Assume we have a witness W(K). We then take M,v,w,C as given by the witness
and define the following sequence:

u0 = v and u1 = w

∀n ∈ N un+2 − un+1 = M (un+1 − un)
Remark first that for all n ∈ N, un+1 − un ∈ C. This can be proven by induction, noting

that the initialisation is given by Point (∃u4) and the induction step comes from Point (∃u1).
We now prove by induction that ∀n ∈ N (un, un+1) ∈ K.
By Point (∃u3), (u0, u1) ∈ K.
Assume that for some n ∈ N, (un, un+1) ∈ K. As un+1 − un ∈ C as shown before, by
Point (∃u2)

(un+1 − un, un+2 − un+1) ∈ rec(K)
Thus (un+1, un+2) = (un, un+1) + (un+1 − un, un+2 − un+1) ∈ K + rec(K) = K

By the induction principle we conclude that for all n ∈ N, (un, un+1) ∈ K. ◀
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3.3 Necessary Condition for the Existence of a 1-Dimensional Sequence
We establish the main result in the one dimensional case. Note that we prove a slightly
stronger certificate here, which is not necessary in itself, but which we need for the 2
dimensional case.

▶ Proposition 28. Let E be an Euclidean space of dimension 1. Let K ⊆ E2 be MW-convex.
Let a sequence (un)n∈N ∈ EN such that (un, un+1) ∈ K for all n ∈ N. Let γ ∈ cone (Du)
such that (0, γ) ∈ rec(K) (note that at least γ = 0 works). Then, there are a ∈ R∗, a closed
convex cone C ⊆ E and x, y ∈ E such that

(i) aC ⊆ C

(ii) ∀x ∈ C (x, ax) ∈ rec(K)
(iii) (x, y) ∈ K

(iv) y − x ∈ C

(v) γ ∈ C

Proof. Without loss of generality, as E is an Euclidean space of dimension 1, we assume
E = R. If (un)n∈N is bounded, then, by Proposition 26 there exists z ∈ R such that (z, z) ∈ K.
Then γ = 0 and we can select y = x = z, C = {0} and a ∈ R∗ arbitrary (e.g. 1) to produce
the requested witness.

We now assume that (un)n∈N is unbounded. By Proposition 22, it admits accumulation
expansions and Du ̸= ∅. The only two possible accumulation directions are 1 and −1. We
consider three cases:

If Du = {−1, 1}. Take φ1 and φ−1 such that ũφ1(n) −→
n→+∞

1 and ũφ−1(n) −→
n→+∞

−1. Up
to extracting a subsequence, we have the accumulation expansions

uφ1(n)+1∥∥uφ1(n)
∥∥ =

p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1)

and
uφ−1(n)+1∥∥uφ−1(n)

∥∥ =
p′∑
k=1

α′
k,nz

′
k + z′

p′+1 + o
n→+∞

(1)

Then, by Corollary 25, there are α, β ∈ R such that
(1, α) ∈ rec(K) and (−1, β) ∈ rec(K)

Let δ =
{

γ if γ ̸= 0
α+ β if γ = 0

Therefore, either (0, δ) = (0, γ) ∈ rec(K), or (0, δ) = (1, α) + (−1, β) and (0, δ) ∈ rec(K)
by conic combinations.

If δ = 0 then γ = 0 and α = −β.
∗ If α = 0, then β = 0, (u1, u1) = (u0, u1)︸ ︷︷ ︸

∈K

+ (u1 − u0, 0)︸ ︷︷ ︸
∈rec(K)

∈ K

We then choose for instance a ∈ R∗, C = {0} and x = y = u1.
∗ If α ̸= 0, then we just have to take a = α, C = R, x = u0, y = u1.
Note that in both these cases we trivially have γ ∈ C.
If δ > 0 then, for large enough n, nδ + α > 0. Moreover, as rec(K) is a cone,

(1, nδ + α) = n(0, δ)︸ ︷︷ ︸
∈rec(K)

+ (1, α)︸ ︷︷ ︸
∈rec(K)

∈ rec(K)

We then take a = nδ + α > 0, C = R+, x = uk, y = uk+1, for some k such that
uk+1 − uk+ > 0. This exists since 1 ∈ Du and hence (un)n∈N is not bounded from
above. Note also that since δ > 0 then γ ≥ 0. Thus γ ∈ C.
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If δ < 0 then, for large enough n, nδ + β < 0. Moreover, as rec(K) is a cone,
(−1, nδ + β) = n(0, δ)︸ ︷︷ ︸

∈rec(K)

+ (−1, β)︸ ︷︷ ︸
∈rec(K)

∈ rec(K)

We then take a = −nδ − β > 0, C = R−, x = uk, y = uk+1 for some k such that
uk+1 − uk < 0. This exists since −1 ∈ Du and hence (un)n∈N is not bounded from
below. Note also that since δ < 0 then γ ≤ 0. Thus γ ∈ C.

If Du = {1}, then, similarly to the first case, using Corollary 25, there is some α ∈ R+
such that (1, α) ∈ rec(K). Note also that γ ≥ 0 and that (1, α+ γ) ∈ rec(K). Let k such
that uk+1 − uk > 0. This exists since 1 ∈ Du and hence (un)n∈N is not bounded from
above.

If α+ γ = 0, then, α = γ = 0 and
(uk+1, uk+1) = (uk, uk+1)︸ ︷︷ ︸

∈K

+ (uk+1 − uk, 0)︸ ︷︷ ︸
∈rec(K)

∈ K

We then choose for instance a ∈ R∗, C = {0} and x = y = uk+1.
If α+ γ > 0, then we just have to take a = α+ γ, C = R+, x = uk and y = uk+1.

Note that in both cases, γ ∈ R+ = C.
The case Du = {−1} can be made similarly to the previous point.

◀

We are now ready to prove the special case of Theorem 2 in which E has dimension 1
(see Section 1). Without loss of generality we just consider E = R. The necessary condition
is given by the application of Proposition 28 with γ = 0. The sufficient condition is given by
Proposition 27.

3.4 Necessary Condition for the Existence of a 2-Dimensional Sequence
We now move to 2-dimensional Euclidean spaces and prove that the existence of a witness
as given by Definition 1 is implied by the existence of an infinite sequence. This, combined
with Proposition 27 will imply Theorem 2.

For the entire section, we thus fix E to be an Euclidean space of dimension 2, K ⊆ E2 to
be MW-convex and thus satisfying K = K ′ + rec(K) where K ′ is a compact convex set. We
assume that there exists a sequence (un)n∈N ∈ EN such that for all n ∈ N, (un, un+1) ∈ K.

We start by two technical lemmas to lighten the proof of the proposition.

▶ Lemma 29. Assume that Du is not empty and for all x ∈ cone Du, if (0, x) ∈ rec(K),
then x = 0. Denoting Cu = cone Du, we have that for all x ∈ Cu, there is s(x) ∈ Cu such that
(x, s(x)) ∈ rec(K).

Proof. Let x ∈ Cu. By definition, we can consider x1, . . . , xm ∈ Du and λ1, . . . , λm ∈ R+

such that x =
m∑
i=1
λixi. By definition of Du, for i ∈ J 1 ; m K there is an increasing function φi :

N → N such that ũφi(n) −→
n→+∞

xi. Using Proposition 22, the sequence
((
uφi(n), uφi(n)+1

))
n∈N

admits an accumulation expansion(
uφi◦ψi(n), uφi◦ψi(n)+1

)
=

pi∑
k=1

αi,k,n(zi,k,1, zi,k,2) + (zi,p+1,1, zi,p+1,2) + o
n→+∞

(1)

In particular, for k ∈ J 1 ; pi K minimum such that zi,k,1 ̸= 0, we have zi,k,1 ∈ R∗
+xi. Since

the first component is not bounded, such a k exists. Let µi > 0 such that zi,k,1 = µixi. Now,
applying Proposition 23, (zi,1,1, zi,1,2) ∈ rec(K) and ∥(zi,1,1, zi,1,2)∥ = 1. Therefore, if k > 1,
then zi,1,1 = 0 and ∥zi,1,2∥ = 1. Hence zi,1,2 ∈ Du. This contradicts the hypothesis that for
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all x ∈ Cu, if (0, x) ∈ rec(K), then x = 0. Thus, k = 1. Considering s(xi) = 1
µi
zi,1,2 satisfies

the claim for xi. Thus, defining s(x) =
m∑
i=1
λis(xi) establishes the lemma.

◀

▶ Lemma 30. Assume that Du is not empty, that for all x ∈ cone Du, if (0, x) ∈ rec(K),
then x = 0 and for all x ∈ E, (x, x) ̸∈ K. Denoting Cu = cone Du, for all x ∈ Du, there are
δ(x) ∈ E and λ ∈ R∗

+ such that (δ(x), λx+ δ(x)) ∈ K ∪ rec(K).

Proof. Let x ∈ Du and the accumulation expansion

uφ(n) =
p∑
k=1

αk,nzk + zp+1 + o
n→+∞

(1)

with p > 0 and z1 = x. By convexity, we have

∀n ∈ N
1

φ(n)
φ(n)−1∑
k=0

(uk, uk+1) ∈ K

Up to refining φ, we can assume that we also have the accumulation expansion
1

φ(n)
φ(n)−1∑
k=0

(uk, uk+1) =
q∑

k=1
βk,n(wk,1, wk,2) + (wq+1,1, wq+1,2) + o

n→+∞
(1)

Therefore
q∑

k=1
βk,n(wk,2 − wk,1) + wq+1,2 − wq+1,1 = 1

φ(n)

φ(n)−1∑
k=0

(uk+1 − uk) + o
n→+∞

(1)

=
uφ(n) − u0

φ(n) + o
n→+∞

(1)

=
p∑

k=1

αk,n

φ(n)zk + o
n→+∞

(1)

If
(
α1,n

φ(n)

)
n∈N

has an accumulation point, say λ, up to refining φ, we assume that it

converges to it. By definition of an accumulation expansion, we then have for all k ∈ J 1 ; q K,
wk,1 = wk,2 Therefore, wq+1,2 − wq+1,1 = λx.

By Proposition 23, there are some positive real numbers γ1, . . . , γq such that
q∑

k=1
γk(wk,1, wk,2) + (wq+1,1, wq+1,2) ∈ K

The difference between the two coordinates of this vector is λx. Since λ is the limit of
a positive sequence, λ ≥ 0. Also, provided that there is no a ∈ E such that (a, a) ∈ K

by hypothesis, we have λ ̸= 0. Therefore, considering δ(x) =
q∑

k=1
γkwk,1 + wq+1,1 we get

(δ(x), λx+ δ(x)) ∈ K.

Now if
(
α1,n

φ(n)

)
n∈N

has no accumulation point. Since it is positive, we have

α1,n

φ(n) −→
n→+∞

+∞

Thus, there is k ∈ J 1 ; q K minimum such that wk,1 ̸= wk,2 and for this k, we have

βk,n(wk,2 − wk,1) ∼
n→+∞

α1,n

φ(n)x

Therefore, there is λ > 0 such that wk,2 − wk,1 = λx. By Proposition 23, there are some
positive real numbers γ1, . . . , γk−1 such that

k−1∑
ℓ=1

γℓ(wℓ,1, wℓ,2) + (wk,1, wk,2) ∈ rec(K)

The difference between the two coordinates of this vector is λx. Therefore, considering

δ(x) =
k−1∑
ℓ=1

γℓwℓ,1 + wk,1 we have (δ(x), λx+ δ(x)) ∈ rec(K). ◀
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▶ Proposition 31. There exists a witness W(K).

For the detailed proof we refer to Appendix A. Here we just give an overview of the proof.

Any fixed point (x, x) ∈ K ?
Yes No

Case 1 ∀x ∈ E, (x, x) /∈ K

Any x ∈ cone(Du) \ {0} such that (0, x) ∈ rec(K) ?
Yes No

Case 2 For all x ∈ cone(Du)
(0, x) ∈ rec(K) =⇒ x = 0

Any a ∈ E, x ∈ Du, µ ∈ R∗
+ such that (a, a+ µx) ∈ K ?

Yes No
Case 3 Impossible to have (a, a+ µx) ∈ K

Does cone(Du) has full dimension ?
Yes No

Case 4

cone(Du) = Rx for some x ?
Yes No

Case 5 Case 6

Figure 1 The case disjunction structure

Proof sketch. The proof is divided into several cases under the structure described in
Figure 1. Among all these cases, Case 6 is by far the most difficult, followed by Cases 2 and
5, then Case 4 (quite easy) and finally the almost trivial Cases 1 and 3. In this proof we
denote Cu = cone(Du).

Case 1: There is a fixed point (x, x) in K. In this case we just need to take v = w = x,
M arbitrary and C = {0} to get a Witness. This just leads to a constant sequence.
Case 2: No fixed point but there is x ∈ Cu \ {0} such that (0, x) ∈ rec(K). In this case
we are going to try to make use of Proposition 28. Let π : E → E be the orthogonal
projection onto x⊥ and let π̂ : E2 → E2 be such that

∀e, f ∈ E, π̂(e, f) = (π(e), π(f))
Assume that we have found some x′ such that (x, x′) ∈ rec(K). We then can write
x′ = γx+ y for some y orthogonal to x and some γ ∈ R. Then we have π̂(x, x′) = (0, y).
Also (0, y) ∈ π̂(rec(K)) = rec(π̂(K)). Thus if we can build x′ such that y ∈ cone(Dπ(u)),
we would be allowed to apply Proposition 28. This requires some work. The idea is to
write x =

n∑
i=1
aixi with xi ∈ Du and ai ≥ 0 then apply Corollary 25 for all i ∈ J 1 ; n K

ICALP 2024
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(details in Section A). Assume this is done. There are a ∈ R∗, a closed convex cone
C ⊆ x⊥ and v, w ∈ x⊥ such that
aC ⊆ C

∀c ∈ C (c, ac) ∈ rec(π̂(K))
(v, w) ∈ π̂(K)
w − v ∈ C

y ∈ C

Again, since rec(π̂K) = π̂(rec(K)), for all ξ ∈ C, there are bξ, cξ ∈ R such that
(bξx+ ξ, cξx+ aξ) ∈ rec(K). For all ξ ∈ C, we fix bξ and cξ such that (|bξ|, |cξ|) is
minimal for the lexicographic order and among all these possibilities, such that (bξ, cξ) is
maximal for the lexicographic order. We denote

γ0(ξ) = max(1, γ, bξ) and γ1(ξ) = max(|a|, baξ, cξ)
and for n ≥ 1, γ2n(ξ) = max

(
a2n, a2nbξ, a

2(n−1)caξ
)

γ2n+1(ξ) = max(|a|2n+1, a2nbaξ, a
2ncξ)

For n ∈ N, let χn(ξ) = γn(ξ)x+ anξ

and b′
n,ξ =

{
a2nbξ n ∈ 2N
a2nbaξ n ∈ 2N + 1

We some algebraic manipulations and intensively using that (0, x) ∈ rec(K) to add
missing weight on x in the second component, we get

∀n ∈ N
(
χn(ξ), χn+1(ξ) +

(
γn(ξ) − b′

n,ξ

)
χ0 (y)

)
∈ rec(K)

Recalling that w − v ∈ C we define C ′ = R+x+
∑
n∈N

(R+χn(w − v) + R+χn(y)) This is

the cone we want to use. It is finitely generated. Ce can also see that it cannot contain
line. Since all such two-dimensional cones are generated by at most two vectors we can
find such generating vectors. M will just be a matrix defined thanks to its behavior on
these vectors and C ′ is defined to get stability. Finally, up to add some component on x
again we can get our starting conditions thanks to v and w (See details in Appendix A).
Case 3: No fixed point or x ∈ Cu \ {0} such that (0, x) ∈ rec(K). However there are
a ∈ E, x ∈ Du and µ ∈ R∗

+ such that (a, a+µx) ∈ K. This means that their is a principle
direction of u along which it is possible to take a first step. In this case, we select C = Cu.
C is a non empty closed convex cone of R2, thus, there are two vectors x1, x2 ∈ C \ {0}
such that either C = Rx1 +R+x2 or C = R+x1 +R+x2 or C = Rx1 +Rx2. Let I ⊆ {1, 2},
I ̸= ∅ the largest set such that (xi)i∈I is a free family. Using the function s defined by
Lemma 29, we define M such that Mxi = s(xi) for all i ∈ I. Noting that since, for i ∈ I,
−xi ∈ C, (0, s(xi) + s(−xi)) ∈ rec(K), we have that s(−xi) = −s(xi), this choice of M
satisfies Points (∃u1) and (∃u2). We now choose v = a and w = a+ µx. By assumption,
(v, w) ∈ K. Also, w − v = µx ∈ Cu = C. C, v and w thus satisfy Points (∃u3) and (∃u4).
Case 4: No fixed point, x ∈ Cu \ {0} such that (0, x) ∈ rec(K) or a ∈ E, x ∈ Du,
µ ∈ R∗

+ such that (a, a+ µx) ∈ K. However Du spans the entire space E. Given that,
take (a, b) ∈ K. Using Lemma 13 there is λ ≥ 0 such that y := b − a + λx ∈ Cu. Let
v = a + λδ(x) and w = b + λ(x + δ(x)) with δ given by Lemma 30. We then have
(u, v) ∈ K. Let C = cone {sk(y) | k ∈ N} with s being the function defined in Lemma 29.
C is a closed convex cone in a 2-dimensional vector space, therefore there are vectors
ζ1, ζ2 ∈ C \ {0} such that

C ∈ {R+ζ1 + R+ζ2,Rζ1 + R+ζ2,R+ζ1 + Rζ2,Rζ1 + Rζ2}
Let (ζi,n)n∈N be a sequence in cone

{
sk(y)

∣∣ k ∈ N
}

such that
ζi,n −→

n→+∞
ζi
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If (s (ζi,n))n∈N is unbounded then Proposition 23 ensures that there is some ζ ′
i ∈

D(s(ζi,n))n∈N
such that (0, ζ ′

i) ∈ rec(K) and ζ ′
i ∈ Cu. This is impossible by assump-

tion on Cu. Therefore, it is bounded and we have an accumulation point ζ ′
i ∈ C. Since

rec(K) is closed, we also have (ζi, ζ ′
i) ∈ rec(K). Let I ⊆ {1, 2} maximal such that (ζi)i∈I

is a free family. Let M be a matrix such that
∀i ∈ I Mζi = ζ ′

i

Case 5: No fixed point, x ∈ Cu \ {0} such that (0, x) ∈ rec(K) or a ∈ E, x ∈ Du,
µ ∈ R∗

+ such that (a, a+ µx) ∈ K and Cu is a line Cu = Rx. This case uses the induction
hypothesis (Proposition 28) and similar techniques as in Case 2. The main change here
is that we use the function s defined by Lemma 29. Here s(x) will have to be collinear
with x. In stead of adding multiples of (0, x), we have access to some (x, γx) ∈ recK
and are allowed negative coefficients which makes the case relatively easy. See details in
Appendix A.
Case 6: No fixed point, x ∈ Cu \ {0} such that (0, x) ∈ rec(K) or a ∈ E, x ∈ Du, µ ∈ R∗

+
such that (a, a+ µx) ∈ K and Cu = R+x for some x. Let y ∈ x⊥ such that ∥y∥ = 1. The
main goal of this case is to find a, b ≥ 0 and c, d ∈ R such that

(x, ax) ∈ rec(K) and (dx+ y, cx+ by) ∈ rec(K) and c ≥ db

This can be achieved by a very careful look at the asymptotic behavior of the (un)n∈N
and more precisely its components along x and y. Namely, the component along x must
blow up significantly faster than the one along y. This is where the difficulty of this case
lies. We refer to Appendix A for the details. This naturally leads to choose C and M

such that:
C = R+x+ R+(dx+ y) and Mx = ax and M(dx+ y) = cx+ by

immediately satisfying (∃u1) and (∃u2). With the same technics we can show that there
is some n ∈ N such that

⟨un+1 − un, x⟩ ≥ d ⟨un+1 − un, y⟩
Then considering v = un and w = un+1.

w − v = un+1 − un = ⟨un+1 − un, x⟩ x + ⟨un+1 − un, y⟩ y

= (⟨un+1 − un, x⟩ − d ⟨un+1 − un, y⟩) x + ⟨un+1 − un, y⟩ (dx + y) ∈ C

Hence, Points (∃u3) and (∃u4) are satisfied by C, v, w.
◀
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A Detailed proof for the Proposition 31

We consider the same context as in Subsection 3.4.

▶ Proposition 31. There exists a witness W(K).

Proof. We prove this result through a succession of case refinements, each producing a
witness.

Assume first that there exists x ∈ E such that (x, x) ∈ K. Then we can build a witness
by choosing v = w = x, M arbitrary and C = {0}.

We now assume that for all x ∈ E we have that (x, x) ̸∈ K. By Proposition 26 and the
previous assumption, (un)n∈N is unbounded. Therefore, Du ̸= ∅. We consider two cases,
depending on whether there exists x ∈ cone (Du) \ {0} such that (0, x) ∈ rec(K).

First case: there exists x ∈ cone (Du) \ {0} such that (0, x) ∈ rec(K). We then write
x =

m∑
i=1
aixi with m ∈ N∗, ai ∈ R∗

+ and xi ∈ Du. For i ∈ J 1 ; m K we let φi be such

that ũφi(n) −→
n→+∞

xi. Let π : E → E be the orthogonal projection onto x⊥ and let
π̂ : E2 → E2 be such that

∀e, f ∈ E, π̂(e, f) = (π(e), π(f))
Applying Proposition 22 there is an accumulation expansion

uφi(n)+1∥∥uφi(n)
∥∥ =

pi∑
k=1

αi,k,nzi,k + zi,pi+1 + o
n→+∞

(1)

with pi ∈ J 0 ; 2 K. Applying Corollary 25, we know that there are some positive real
numbers (βi,k,ℓ)1≤ℓ<k≤p+1 such that

∀k ∈ J 1 ; pi K
(

0, zi,k +
k−1∑
ℓ=1

βi,k,ℓzi,ℓ

)
∈ rec(K)

and
(
xi, zi,pi+1 +

pi∑
ℓ=1

βi,pi+1,ℓzi,ℓ

)
∈ rec(K)

and such that for sufficiently large n,〈
π

(
zi,pi+1 +

pi∑
ℓ=1

βi,pi+1,ℓzi,ℓ

)
, π

(
pi∑
k=1

αi,k,nzi,k + zi,pi+1

)〉
≥ 0

the inequality being strict if there is some j ∈ J 1 ; pi + 1 K such that some zi,j /∈ Kerπ. Let

x′ =
m∑
i=1
ai

(
zi,pi+1 +

pi∑
ℓ=1

βi,pi+1,ℓzi,ℓ

)
. In particular, we have (x, x′) ∈ rec(K). We write

x′ = γx+ y with ⟨x, y⟩ = 0. Let us show that y ∈ cone Dπ(u) and that (0, y) ∈ rec(π̂K)
in order to apply Proposition 28 on the sequence projected by π with y used as the γ in
the proposition. If y = 0 then trivially y ∈ cone Dπ(u) and (0, y) ∈ rec(π̂K). Otherwise,
since all the ai are positive, there exists some i such that

π

(
zi,pi+1 +

pi∑
ℓ=1

βi,pi+1,ℓzi,ℓ

)
∈ R∗

+y

In particular, there is some j ∈ J 1 ; pi + 1 K such that some zi,j /∈ Kerπ. Thus, for
sufficiently large n,〈

π

(
zi,pi+1 +

pi∑
ℓ=1

βi,pi+1,ℓzi,ℓ

)
, π

(
pi∑
k=1

αi,k,nzi,k + zi,pi+1

)〉
> 0

Also, π

(
zi,pi+1 +

pi∑
k=1

αi,k,nzi,k

)
∈ x⊥ = Ry

Provided that the scalar product between the above elements is positive, we then get
that

ICALP 2024
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π

(
zi,pi+1 +

pi∑
k=1

αi,k,nzi,k

)
∈ R∗

+y

Say we have π

(
zi,pi+1 +

pi∑
k=1

αi,k,nzi,k

)
= Λi,ny (with Λi,n > 0)

If there is k ∈ J 1 ; pi K such that π(zi,k) ̸= 0 then Λi,n −→
n→+∞

+∞. Otherwise it is
constant. In both cases, for n sufficiently large, it is bounded from below by some Λi > 0.
Thus

π
(
uφi(n)+1

)
=
∥∥uφi(n)

∥∥ π

(
pi∑

k=1
αi,k,nzi,k + zi,pi+1

)
+ o

n→+∞

(∥∥uφi(n)
∥∥)

=
∥∥uφi(n)

∥∥ Λi,ny + o
n→+∞

(∥∥uφi(n)
∥∥)

=
∥∥uφi(n)

∥∥ Λi,ny + o
n→+∞

(∥∥uφi(n)
∥∥ Λi,n

)
Therefore, any accumulation expansion extracted from the above expression will stand as
a witness for y ∈ R∗

+Dπ(u) ⊆ cone Dπ(u). Moreover, by Corollary 17 we have rec(π̂K) =
π̂(rec(K)). Thus since π̂(x, x′) = (0, y) and (x, x′) ∈ rec(K), we have (0, y) ∈ π̂(rec(K)) =
rec(π̂K). As dim x⊥ = 1, we can apply Proposition 28: there are a ∈ R∗, a closed convex
cone C ⊆ x⊥ and v, w ∈ x⊥ such that
aC ⊆ C

∀c ∈ C (c, ac) ∈ rec(π̂(K))
(v, w) ∈ π̂(K)
w − v ∈ C

y ∈ C

Again, since rec(π̂K) = π̂(rec(K)), for all ξ ∈ C, there are bξ, cξ ∈ R such that
(bξx+ ξ, cξx+ aξ) ∈ rec(K). For all ξ ∈ C, we fix bξ and cξ such that (|bξ|, |cξ|) is
minimal for the lexicographic order and among all these possibilities, such that (bξ, cξ) is
maximal for the lexicographic order. We denote

γ0(ξ) = max(1, γ, bξ) and γ1(ξ) = max(|a|, baξ, cξ)
and for n ≥ 1, γ2n(ξ) = max

(
a2n, a2nbξ, a

2(n−1)caξ
)

and γ2n+1(ξ) = max(|a|2n+1, a2nbaξ, a
2ncξ)

Using that (x, γx+ y) ∈ rec(K) and (0, x) ∈ rec(K), we get the following
(x, γ0(y)x+ y) ∈ rec(K)
For all ξ ∈ C and for all n ∈ N(

γ2n(ξ)x+ a2nξ, γ2n+1(ξ)x+ a2n+1ξ +
(
γ2n(ξ) − a2nbξ

)
(γ0 (y)x+ y)

)
∈ rec(K)

and(
γ2n+1(ξ)x + a2n+1ξ, γ2(n+1)(ξ)x + a2(n+1)ξ +

(
γ2n+1(ξ) − a2nbaξ

)
(γ0 (y) x + y)

)
∈ rec(K)

For n ∈ N, let χn(ξ) = γn(ξ)x+ anξ

and b′
n,ξ =

{
a2nbξ n ∈ 2N
a2nbaξ n ∈ 2N + 1

Then, we can write instead,

∀n ∈ N
(
χn(ξ), χn+1(ξ) +

(
γn(ξ) − b′

n,ξ

)
χ0 (y)

)
∈ rec(K) (∗)

Recalling that w − v ∈ C we define C ′ = R+x+
∑
n∈N

(R+χn(w − v) + R+χn(y))

Noticing that ∀ξ ∈ C ∀n ∈ N∗ χn+2(ξ) = a2χn(ξ),

we can rewrite C ′ as C ′ = R+x+
2∑
k=0

(R+χn(w − v) + R+χn(y)).

Moreover, as (v, w) ∈ π̂(K), there are b, c ∈ R such that (bx+ v, cx+ w) ∈ K. As
(0, x) ∈ rec(K), we can assume without loss of generality that c ≥ b+ γ0(w − v). Thus
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cx + w − bx − v = (c − b − γ0(w − v))x︸ ︷︷ ︸
∈C′

+ χ0(w − v)︸ ︷︷ ︸
∈C′

∈ C′

This means that Points (∃u3) and (∃u4) are satisfied by C ′, bx+ v and cx+ w. We now
need to define the matrix M . Since for all ξ ∈ C and n ∈ N, γn(ξ) > 0, every ξ′ ∈ C ′

satisfies ⟨ξ′, x⟩ ≥ 0. Thus, C ′ is salient (i.e. if ξ′ ∈ C ′ and −ξ′ ∈ C ′, then ξ′ = 0). As
a salient finitely generated convex cone of R2, C ′ is generated by at most two of its
generating vectors. Thus there are

ζ1, ζ2 ∈ {x} ∪ {χk(w − v) | k ∈ J 0 ; 2 K} ∪ {χk (y) | k ∈ J 0 ; 2 K}
such that C ′ = R+ζ1 + R+ζ2.
By the fact that (x, χ0 (y)) ∈ rec(K) and by Statement (∗), there are ζ ′

1, ζ
′
2 ∈ C ′ such

that
(ζ1, ζ

′
1) ∈ rec(K) and (ζ2, ζ

′
2) ∈ rec(K)

Since x ∈ C ′ \ {0}, at least one of the ζi is not zero. Let I ⊆ {1, 2}, I ̸= ∅ the largest set
such that (ζi)i∈I is a free family. Taking M such that Mζi = ζ ′

i for all i ∈ I, we define
M satisfying Points (∃u1) and (∃u2).
Second case: Du is not empty and for all x ∈ cone Du, if (0, x) ∈ rec(K), then x = 0.
Denote Cu = cone Du and Eu = Vect(Cu) = Vect(Du). We split again the proof into
several cases.

(a) Assume first that there is a ∈ E, x ∈ Du and µ ∈ R∗
+ such that (a, a + µx) ∈ K.

We select C = Cu. C is a non empty closed convex cone of R2, thus, there are two
vectors x1, x2 ∈ C \ {0} such that either C = Rx1 + R+x2 or C = R+x1 + R+x2 or
C = Rx1 +Rx2. Let I ⊆ {1, 2}, I ̸= ∅ the largest set such that (xi)i∈I is a free family.
Using the function s defined by Lemma 29, we define M such that Mxi = s(xi) for all
i ∈ I. Noting that since, for i ∈ I, −xi ∈ C, (0, s(xi) + s(−xi)) ∈ rec(K), we have that
s(−xi) = −s(xi), this choice of M satisfies Points (∃u1) and (∃u2). We now choose
v = a and w = a+ µx. By assumption, (v, w) ∈ K. Also, w − v = µx ∈ Cu = C. C, v
and w thus satisfy Points (∃u3) and (∃u4).

(b) We now tackle the case where there is no a ∈ E, x ∈ Du and µ > 0 such that
(a, a+ µx) ∈ K. Using Lemma 30, for all x ∈ Du, there are λ > 0 and δ(x) ∈ E such
that (δ(x), λx+ δ(x)) ∈ K ∪ rec(K). By the initial assumption of this case, we cannot
have (δ(x), λx+ δ(x)) ∈ K, thus (δ(x), λx+ δ(x)) ∈ rec(K). As rec(K) is a cone, we
can divide by λ and have that (δ(x), x+ δ(x)) ∈ rec(K). The function δ can then be
extended to Cu with the same property using conic combinations. Therefore,

∀x ∈ Cu (δ(x), x+ δ(x)) ∈ rec(K).
We can now strengthen the initial assumption of this case by assuming that there is
no a ∈ E, x ∈ Du and µ ∈ R (instead of µ > 0) such that (a, a+ µx) ∈ K. Indeed, if
there were such elements, then by assumption µ ≤ 0 and we would have
(a+(1−µ)δ(x), a+µx+(1−µ)(x+δ(x))) = (a+(1−µ)δ(x), (a+(1−µ)δ(x))+x) ∈ K

which is a contradiction.
For the remaining of the proof we fix x ∈ ri(Cu). We can assume x ̸= 0 since if 0 ∈ ri(Cu)
then Eu = Cu = ri(Cu) and ri(Cu) \ {0} ≠ ∅, thus one could select a non-zero value for
x. Since x ∈ Eu, x ≠ 0 and dimE = 2, we then have either Eu = E or Eu = Vect(x).
We treat separately the cases Eu = E, Eu = Cu = Vect(x) and Eu = Vect(x) but
Cu = R+x.

(i) Consider first the case where Eu = E. In this case take (a, b) ∈ K. Using Lemma
13 there is λ ≥ 0 such that y := b − a + λx ∈ Cu. Let v = a + λδ(x) and
w = b + λ(x + δ(x)) with δ given by Lemma 30. We then have (u, v) ∈ K. Let
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C = cone {sk(y) | k ∈ N} with s being the function defined in Lemma 29. C is
a closed convex cone in a 2-dimensional vector space, therefore there are vectors
ζ1, ζ2 ∈ C \ {0} such that

C ∈ {R+ζ1 + R+ζ2,Rζ1 + R+ζ2,R+ζ1 + Rζ2,Rζ1 + Rζ2}
Let (ζi,n)n∈N be a sequence in cone

{
sk(y)

∣∣ k ∈ N
}

such that
ζi,n −→

n→+∞
ζi

If (s (ζi,n))n∈N is unbounded then Proposition 23 ensures that there is some ζ ′
i ∈

D(s(ζi,n))n∈N
such that (0, ζ ′

i) ∈ rec(K) and ζ ′
i ∈ Cu. This is impossible by assumption

on Cu. Therefore, it is bounded and we have an accumulation point ζ ′
i ∈ C. Since

rec(K) is closed, we also have (ζi, ζ ′
i) ∈ rec(K). Let I ⊆ {1, 2} maximal such that

(ζi)i∈I is a free family. Let M be a matrix such that
∀i ∈ I Mζi = ζ ′

i

Hence, M and C satisfy Points (∃u1) and (∃u2). Now notice that
w − v = z − v = y ∈ C

Hence, v, w,C satisfy Points (∃u3) and (∃u4).
(ii) Consider now the case where Eu = Cu = Vect(x). Let π : E → E the orthogonal

projection onto E⊥
u . Note that dimE⊥

u = 1. Let π̂ : E2 → E2 such that
∀e, f ∈ E, π̂(e, f) = (π(e), π(f))

By Corollary 17 we have rec(π̂K) = π̂(rec(K)), hence applying Proposition 28,
there are M ′ ∈ R∗, a closed convex cone C ′ ⊆ E⊥

u and v′, w′ ∈ E⊥
u such that

M ′C ′ ⊆ C ′

∀c ∈ C ′ (c,M ′c) ∈ rec(π̂K)
(v′, w′) ∈ π̂K

w′ − v′ ∈ C ′

Let γ = w′ − v′. By Corollary 17, there are γ1, γ2, γ3, γ4 ∈ R such that
(γ1x+ γ, γ2x+M ′γ) ∈ rec(K)

and (γ4x+M ′γ, γ3x+M ′2γ) ∈ rec(K).
Using the function s defined by Lemma 29, since s(x) ∈ Rx, s(−x) = −s(x) (as
argued in Point (a)), and M ′ ∈ R∗, we can assume without loss of generality that
γ4 = γ1M

′, simply by adding a sufficient (possibly negative) multiple of (x, s(x)).
Therefore

(γ1M
′x+M ′γ, γ3x+M ′2γ) ∈ rec(K) (∗)

We select C = Vect(x) + R+γ + R+M
′γ.

If γ = 0 we take any M such that Mx = s(x). In this case MC ⊆ Rx = C and
since s(−x) = −s(x) ∈ Cu = C = Rx, we have for all c ∈ C, (c,Mc) ∈ rec(K).
If γ ̸= 0. We take M such that

Mx = s(x) and M(γ1x+ γ) = γ2x+M ′γ.
We have Mγ = M(γ1x+ γ) − γ1Mx = (γ2x+M ′γ) − γ1s(x) ∈ C

Note that, since M ′2γ ∈ R+γ, we also have
MM ′γ = M ′γ2x+M ′2γ − γ1M

′s(x) ∈ C

Therefore, MC ⊆ C. Moreover, we have
(x, Mx) = (x, s(x)) ∈ rec(K)
(γ, Mγ) = (γ1x + γ, γ2x + M ′γ) − γ1(x, s(x)) ∈ rec(K)

If M ′ ≥ 0 we then have for all c ∈ C, (c,Mc) ∈ rec(K). Otherwise, dividing by
|M ′| the (∗) statement, we have
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(
−γ1x− γ,

γ3

|M ′|
x+ |M ′|γ

)
∈ rec(K)

By conic combination,
(

0,
(

γ3

|M ′|
+ γ2

)
x+ (|M ′| +M ′)γ

)
∈ rec(K). Hence(

0,
(

γ3

|M ′|
+ γ2

)
x

)
∈ rec(K). By assumption on Cu this means that

γ3 = −γ2|M ′| = γ2M
′.

Thus (M ′γ, M ′Mγ) = (γ1M ′x + M ′γ, γ2M ′x + M ′2γ) − M ′γ1(x, s(x))
= (γ1M ′x + M ′γ, γ3x + M ′2γ) − M ′γ1(x, s(x))

Hence, using (∗), (M ′γ,M ′Mγ) ∈ rec(K)
Thus, for all c ∈ C, (c,Mc) ∈ rec(K).

Therefore, in both cases, M and C satisfy Points (∃u1) and (∃u2).
Now, as (v′, w′) ∈ π̂K, there are a, b,∈ Eu = Vect(x), such that

(a+ v′, b+ w′) ∈ K.
Moreover b+ w′ − a− v′ = b− a︸ ︷︷ ︸

∈Vect(x)

+γ ∈ C

Hence, taking v = a+ v′ and w = b+ w′, v, w,C satisfy Points (∃u3) and (∃u4).
(iii) Finally, we consider the case where Cu = R+x. Let y ∈ E⊥

u such that ∥y∥ = 1.
Using what we saw at the beginning of Point (b), if there is (a, b) ∈ K such that
⟨b− a, y⟩ = 0, then there is µ ∈ R such that b = a + µx which is impossible.
Therefore, for all (a, b) ∈ K, | ⟨b− a, y⟩ | > 0. Assume, for sake of contradiction,
that there exist a, b, c, d ∈ E such that

⟨b− a, y⟩ < 0 and ⟨d− c, y⟩ > 0 and (a, b), (c, d) ∈ K.

Let λ = ⟨d− c, y⟩
⟨d− c, y⟩ − ⟨b− a, y⟩

and (e, f) = λ(a, b) + (1 − λ)(c, d) ∈ K.

We then have ⟨f − e, y⟩ = λ ⟨b− a, y⟩ + (1 − λ) ⟨d− c, y⟩ = 0.
Therefore f = e+ µx for some µ ∈ R.
Using the function δ defined by Lemma 30 we have that

(e, f) + (1 + |µ|)(δ(x), x+ δ(x)) = (e+ δ(x), e+ δ(x)) + (1 + |µ| + µ)(0, x) ∈ K

which contradicts the assumption of Point (b).
Therefore, either for all (a, b) ∈ K, ⟨b− a, y⟩ > 0 or for all (a, b) ∈ K, ⟨b− a, y⟩ < 0.
Up to considering −y instead of y, we assume that for all (a, b) ∈ K, ⟨b− a, y⟩ > 0.
Let µ = inf {⟨b− a, y⟩ | (a, b) ∈ K}. We have µ > 0. Indeed, Note first that if
(w1, w2) ∈ rec(K) then ⟨w2 − w1, y⟩ ≥ 0 otherwise if would be easy to build a
pair contradicting the assumption. Moreover, there exists (v1, v2) ∈ K ′ such that
⟨v2 − v1, y⟩ achieves the minimum over K ′:

⟨v2 − v1, y⟩ = inf {⟨b− a, y⟩ | (a, b) ∈ K} = µ′

µ′ > 0 as K ′ is compact. For (a, b) ∈ K, writing it (a, b) = (a′, b′) + (w1, w2) with
(a′, b′) ∈ K ′ and (w1, w2) ∈ rec(K), we have

µ ≥ ⟨b− a, y⟩ = ⟨b′ − a′, y⟩ + ⟨w2 − w1, y⟩ ≥ ⟨b′ − a′, y⟩ ≥ µ′ > 0.
In particular we have ∀n ∈ N ⟨un+1 − un, y⟩ ≥ µ > 0,
hence ∀n ∈ N ⟨un, y⟩ ≥ µn+ ⟨u0, y⟩
and ⟨un, y⟩ −→

n→+∞
+∞.

Writing un = ⟨un, x⟩x+ ⟨un, y⟩ y, as Du = {x}, we know that
⟨un, y⟩ = o

n→+∞
(⟨un, x⟩)
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and for n large enough ⟨un, x⟩ > 0.
Thus, up to considering a subsequence, we can assume without loss of generality
that for all n ∈ N, ⟨un, x⟩ > 0 and ⟨un, y⟩ > 0. Thus ⟨un, x⟩

⟨un, y⟩
is always defined and

⟨un, x⟩
⟨un, y⟩

−→
n→+∞

+∞.

Hence we can find an increasing function φ : N → N such that

∀n ∈ N
〈
uφ(n)+1, x

〉〈
uφ(n)+1, y

〉 > 〈
uφ(n), x

〉〈
uφ(n), y

〉 > 1.

Thus ∀n ∈ N
〈
uφ(n)+1, x

〉〈
uφ(n), x

〉 >

〈
uφ(n)+1, y

〉〈
uφ(n), y

〉
Moreover,

〈
uφ(n)+1, y

〉
≥ µ+

〈
uφ(n), y

〉
>
〈
uφ(n), y

〉
> 0. Therefore

∀n ∈ N
〈
uφ(n)+1, x

〉〈
uφ(n), x

〉 >

〈
uφ(n)+1, y

〉〈
uφ(n), y

〉 > 1

By applying Proposition 23 to the sequence
((

un
⟨un+1, x⟩

,
un+1

⟨un+1, x⟩

))
n∈N

we have

that either
(

⟨un+1, x⟩
⟨un, x⟩

)
n∈N

is bounded or (0, x) ∈ rec(K) which contradicts the

assumption of the second main case of this proof. Therefore, up to considering a
subsequence, we can assume that there exists a ∈ R such that

⟨un+1, x⟩
⟨un, x⟩

−→
n→+∞

a ≥ 1.

By Proposition 22, we can obtain an accumulation expansion(
uφ(n), uφ(n)+1

)
=

p∑
k=1

αk,n(wk,1, wk,2) + (wp+1,1, wp+1,2) + o
n→+∞

(1)

Note that since ⟨un, y⟩ = o
n→+∞

(⟨un, x⟩) and ⟨un, y⟩ −→
n→+∞

+∞, we necessarily
have p ≥ 2 and for i ∈ {1, 2}, (wi,1, wi,2) ̸= (0, 0). Moreover, w1,1, w1,2 ∈ Cu. As

Cu = R+x and ⟨un+1, x⟩
⟨un, x⟩

−→
n→+∞

a, w1,2 = aw1,1. Therefore,

w1,1, w1,2 ∈ R∗
+x.

Similarly, since ∀n ∈ N
〈
uφ(n)+1, x

〉〈
uφ(n), x

〉 >

〈
uφ(n)+1, y

〉〈
uφ(n), y

〉
the sequence

(〈
uφ(n)+1, y

〉〈
uφ(n), y

〉 )
n∈N

is bounded. Therefore, ⟨w2,1, y⟩ ≠ 0. Hence, there

are b, c, d ∈ R and λ ∈ R∗
+ such that
(w2,1, w2,2) ∈ λ(dx+ y, cx+ by).

Indeed, if λ was negative, we would have
〈
uφ(n), y

〉
< 0 for sufficiently large n,

which is not possible as
〈
uφ(n)+1, y

〉〈
uφ(n), y

〉 > 1. Also, with this writing, we have〈
uφ(n)+1, y

〉〈
uφ(n), y

〉 −→
n→+∞

b

hence b ≤ a.
Now assume, for sake of contradiction, that for all b′ ≥ 0 and c′, d′ ∈ R such that
(d′x+y, c′x+b′y) ∈ rec(K) we have d′b′ > c′. Let a′ ≥ 0 such that (x, a′x) ∈ rec(K)
(note that a′ = a works as by Proposition 23 (w1,2, w1,1) ∈ rec(K)). Then, for all
n ∈ N, ((d′ + n)x+ y, (c′ + na′)x+ b′y) ∈ rec(K).
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Hence (d′ + n)b′ > c′ + na′

This means that b′ ≥ a′ and as this holds for every a′, b′, in particular, b ≥ a thus
b = a ≥ 1. As a consequence,
b = min {b′ | ∃c′, d′ (d′x+ y, c′x+ b′y) ∈ rec(K)} = max {a′ | (x, a′x) ∈ rec(K)}.
Provided that ⟨un, y⟩ −→

n→+∞
+∞, we have for large enough n, (un, un+1) /∈ K ′.

Writing
(un, un+1) = (vn,1, vn,2) + λn(dnx+ y, cnx+ bny)

with λn ≥ 0, (vn,1, vn,2) ∈ K ′ and (dnx+ y, cnx+ bny) ∈ rec(K), we have
⟨un+1, y⟩ = bnλn + ⟨vn,2, y⟩ = bn (⟨un, y⟩ − ⟨vn,1, y⟩) + ⟨vn,2, y⟩ ∼

n→+∞
bn ⟨un, y⟩

By minimality of b and the fact that ⟨un, y⟩ ≥ 0 for large enough n, we get that for
large enough n,

⟨un+1, y⟩ ≥ b ⟨un, y⟩ + o
n→+∞

(⟨un, y⟩).

Therefore ⟨un, y⟩ = Ω
n→+∞

(bn),

hence 1
⟨un, y⟩

= O
n→+∞

(
1
bn

)
.

Moreover, there exist sequences (v1,n)n∈N,(v2,n)n∈N, (αn)n∈N, (βn)n∈N, (α′
n)n∈N,

(β′
n)n∈N such that

(un, un+1) = (v1,n, v2,n) + (αnx+ βny, α
′
n+1x+ β′

n+1y)
with (v1,n, v2,n) ∈ K ′ and (αnx+ βny, α

′
n+1x+ β′

n+1y) ∈ rec(K).
Thus αn, α

′
n = ⟨un, x⟩ + O

n→+∞
(1)

and βn, β
′
n = ⟨un, y⟩ + O

n→+∞
(1).

By the earlier assumption of this contradiction proof applied on
β′
n+1
βn

,
α′
n+1
βn

and
αn
βn

we have αnβ′
n+1 > α′

n+1βn

and αn
⟨un, y⟩

β′
n+1

⟨un+1, y⟩
>

α′
n+1

⟨un+1, y⟩
βn

⟨un, y⟩
.

Hence

⟨un, x⟩
⟨un, y⟩ + O

n→+∞

(
1

⟨un, y⟩

)
1 + O

n→+∞

(
1

⟨un, y⟩

) >

⟨un+1, x⟩
⟨un+1, y⟩ + O

n→+∞

(
1

⟨un+1, y⟩

)
1 + O

n→+∞

(
1

⟨un+1, y⟩

)

thus ⟨un, x⟩
⟨un, y⟩ + O

n→+∞

(
1

⟨un, y⟩

)
>

⟨un+1, x⟩
⟨un+1, y⟩ + O

n→+∞

(
1

⟨un+1, y⟩

)

finally ⟨un+1, x⟩
⟨un+1, y⟩ <

⟨un, x⟩
⟨un, y⟩ + O

n→+∞

( 1
bn

)
As ⟨un, x⟩

⟨un, y⟩
−→
n→+∞

+∞, we cannot have b > 1. Thus a = b = 1.

Recall that
(
uφ(n), uφ(n)+1

)
=

p∑
k=1

αk,n(wk,1, wk,2) + (wp+1,1, wp+1,2) + o
n→+∞

(1),

aw1,1 = w1,2 and (w2,1, w2,2) ∈ λ(dx + y, cx + by) with λ ∈ Rbb+. As a = b = 1,
there exists w ∈ R such that ⟨w1,1, x⟩ = ⟨w1,2, x⟩ = w and we get{ 〈

uφ(n), x
〉

= α1,nw + λdα2,n + o
n→+∞

(α2,n)〈
uφ(n)+1, x

〉
= α1,nw + λcα2,n + o

n→+∞
(α2,n)
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Thus
〈
uφ(n)+1, x

〉
−
〈
uφ(n), x

〉
= λ(c− d)α2,n + o

n→+∞
(α2,n) −→

n→+∞
−∞

as c < bd = d, which is a contradiction with the fact that for all n ∈ N,〈
uφ(n)+1, x

〉〈
uφ(n), x

〉 > 1.

Thus, there are a, b ≥ 0 and c, d ∈ R such that
(x, ax) ∈ rec(K) and (dx+ y, cx+ by) ∈ rec(K) and c ≥ db

We consider C = R+x+R+(dx+y). We also take the matrix M such that Mx = ax

and M(dx+ y) = cx+ by. Since cx+ by = b(dx+ y) + (c− db)x, and c ≥ db, we
indeed have MC ⊆ C. Hence, M and C satisfy Points (∃u1) and (∃u2). Assume
now that for all n ∈ N,

⟨un+1 − un, x⟩ < d ⟨un+1 − un, y⟩
Then for all n ∈ N ⟨un − u0, x⟩ < d ⟨un − u0, y⟩

And this is a contradiction with ⟨un, x⟩
⟨un, y⟩

−→
n→+∞

+∞ and ⟨un, y⟩ > 0. Thus let n ∈ N

such that ⟨un+1 − un, x⟩ ≥ d ⟨un+1 − un, y⟩. Let v = un and w = un+1.
w − v = un+1 − un = ⟨un+1 − un, x⟩ x + ⟨un+1 − un, y⟩ y

= (⟨un+1 − un, x⟩ − d ⟨un+1 − un, y⟩) x + ⟨un+1 − un, y⟩ (dx + y) ∈ C

Hence, Points (∃u3) and (∃u4) are satisfied by C, v, w.
◀
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